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1. SGDP can accurately learn complex access patterns by capturing the relations of LBA
deltas in each stream. The relations are represented by sequential connect matrices and
full-connect matrices using graph structures.

2. SGDP is the first work that uti l izes the stream-graph structure of the LBA delta in the
data prefetching problem. Using gated graph neural networks and attention mechanisms,
we extract and aggregate sequential and global information for better prefetching.

3. As a novel solution in the hybrid storage system, SGDP can be generalized to multiple
variants by different stream construction methods, which further enhances its robustness
and expands its application to various real-world scenarios.

4. SGDP outperforms SOTA by 6.21% on hit ratio, 7.00% on effective prefetching ratio,
and speeds up inference time by 3.13X. It has been verif ied in commercial hybrid storage
systems in the experimental phase and wil l be deployed in the future product series.
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