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Abstract
Automated pipeline safety early warning (PSEW) systems are designed to automatically identify and locate third-party damage events on oil and gas pipelines. They are intended to replace traditional, inefficient manual inspection methods. However, current PSEW methods cannot achieve universality for various complex environments because they are sensitive to the spatiotemporal stability of the signal obtained by its distributed sensors at various locations and times. Our research aimed to improve the accuracy of long-distance oil–gas PSEW systems through machine learning. In this paper, we propose a novel real-time action recognition method for long-distance PSEW systems based on a coherent Rayleigh scattering distributed optical fiber sensor. More specifically, we put forward two complementary feature calculation methods to describe signals and build a new action recognition deep learning network based on those features. Encouraging empirical results on the data collected at a real location confirm that the features can effectively describe signals in an environment with strong noise and weak signals, and the entire approach can identify and locate third-party damage events quickly under various hardware conditions with accuracies of 99.26% (500 Hz) and 97.20% (100 Hz). More generically, our method can be applied to other fields as well.

Introduction
Oil and gas pipelines are known as the backbone of global energy. Their small size and fast construction make them widely used in the field of energy transportation. Currently, the length of long-distance transportation pipelines worldwide exceeds 3.5 million km and is increasing by approximately 30,000 km per year1. However, because buried pipes are not easy to supervise, and the environments along those pipelines are complicated, accidents are unfortunately not rare enough. If an accident occurs, it may cause oil and gas leakage or even an explosion, and cause great economic losses, casualties, environmental pollution, and extremely negative publicity. In 2016, an excavator in Alabama, USA damaged a gas pipeline, causing a gas leak that triggered an explosion and forest fire, affecting the lives of millions of people and causing fluctuations in gas prices2. In 2019, an oil pipeline explosion caused by man-made destruction in Hidalgo, Mexico resulted in 142 casualties3.

To ensure the safety of oil and gas transportation and supply, it is necessary to monitor the safety of oil and gas pipelines in real time using technical means and issue a warning before the damage happens. Nevertheless, current pipeline safety early warning (PSEW) systems are still based mainly on manual patrolling. With increasing pipeline mileages, these inefficient and high-cost monitoring approaches have become a major obstacle to the development of a modern, intelligent, and safe transportation pipeline system.

In recent years, the rapid development of sensors and artificial intelligence has provided an opportunity to promote the construction of intelligent pipelines. On one hand, fiber optic sensors are widely used in industrial settings such as transportation pipelines because of their long detection distances, good real-time performance, and weak radiation. On the other hand, big data and data storage technology can provide a large number of high-quality data resources for our algorithms. The goal is to provide datasets and deep learning (DL) to build a model with a powerful fitting ability for real-time early warning and spatiotemporal positioning.

Nevertheless, the following problems with PSEW systems remain: (1) The spatiotemporal features of sensor signals consistently change, making them difficult to process with a single algorithm. (2) Strong noise, weak signals, and signal fluctuations at the scene make an algorithm trained on an ideal condition difficult to fit. (3) A low-frequency signal can be processed at higher speed with a cheaper solution,
but due to its transmission of less information per unit time, a higher requirement is imposed on the algorithm.

To address the problems currently faced by PSEW systems, we present a novel action recognition method based on a distributed fiber optic sensor network that jointly considers “temporal aggregation” and “spatial aggregation”. Our experiments show that the results of the proposed method markedly outperform those of other baselines.

In brief, the main contributions of this paper include the following:
• We present two complementary characteristic calculation methods based on the spatiotemporal information of distributed signals.
• We concatenate the features with a novel DL method for action recognition and spatiotemporal localization of damage events.
• On the basis of experiments in a real location, we show that the method we propose has better real-time environmental adaptability and model performance than other baselines.
• We prove that our approach enables a wider deployment and has greater adaptability and extendibility for various hardware setups than other baselines.

Background and Related Work

Oil and Gas PSEW Systems
Optical fiber is currently considered the best industrial signal carrier because it supports low-cost and long-distance laying. In particular, the coherent Rayleigh scattering distributed optical fiber sensor has higher sensitivity and greater detection range and needs only an extra ordinary communication optical cable (Bao and Chen 2012). This makes it more compliant with the international hardware requirements for building distributed long-distance transportation pipelines.

The optical-fiber-based oil-gas PSEW system shown in Figure 1 is an intelligent system that recognizes and locates dangerous behaviors, issues early warnings, conducts on-site inspections, and records data in real time. First, the signal transmitter sends a narrow pulse signal into the optical fiber through a coupler (①). When a dangerous event occurs (②), the signal carries its information back to the signal receiver (③). Then the early warning unit immediately processes and recognizes the signal (④). If the prediction is of a damage event, the system notifies the unmanned aerial vehicle (UAV) closest to the event to automatically gather the evidence and issue a warning immediately (⑤). Detailed information is sent to the central monitoring center for filing (⑥). Also, the system periodically uploads the information to the data center to optimize and update the model and to automatically download the latest model to the early warning unit (⑦).

Related Work and Solutions for PSEW
Research on PSEW algorithms is relatively recent, whereas many effective models dealing with PSEW have been extensively studied. They mainly take one of two directions:

Traditional methods. (Tanimola and Hill 2009) proposed method using distributed temperature sensing (DTS) and distributed acoustic sensing (DAS), and (Wu et al. 2017) used wavelet decomposition (WD) and wavelet packet decomposition (WPD) to extract features. Also, (Jiang et al. 2018; Zhang et al. 2018) applied frequency domain signal features such as mel-frequency cepstral coefficients for reference, and (Tabi Fouda et al. 2018) presented estimation methods for a frequency domain power spectrum.

Machine learning methods. (Kabir, Sadiq, and Tesfamariam 2016; Guo et al. 2018) used Bayesian network and its variant for PSEW, and (Sheng et al. 2019) updated the stochastic configuration network (SCN) proposed by (Wang and Li 2017) based on truncation singular value decomposition, calling it TSVD-SCN. (Wu et al. 2019) applied hidden Markov model (HMM) to extract the event areas and judge event categories. Also, (Yang et al. 2019) used a modified convolutional neural network (CNN), and (Kong et al. 2020) applied a probabilistic neural network to solve this problem.

However, most of them do not fuse the information of the spatial and temporal dimensions, which is the biggest difference between distributed and undistributed systems.

Action Recognition Methods
Action recognition is a subarea of computer vision that uses the spatiotemporal information for analysis. Common methods include CNNs, the optical flow method, recurrent neural networks (RNNs), and graph neural networks (Zhang et al. 2019; Hussein, Gavves, and Smeulders 2019). Similarly, distributed signals depend on both spatial and temporal dimensions, hence action recognition methods such as CNNs and RNNs can be used to deal with distributed signals.

As for CNNs, it can extract useful features in short fixed-length segments of the signal. Moreover, it is somewhat effective when the location of the segmental feature is not
highly relevant (LeCun, Bengio, and Hinton 2015). Specifically, the kernel in a convolution can be considered as a filter that removes outliers and acts as a feature extractor, which is defined as maximizing the response to a specific time series within the kernel time span (Zeng et al. 2014). Several CNN baselines (Krizhevsky, Sutskever, and Hinton 2012; Szegedy et al. 2015; Iandola et al. 2016; Szegedy et al. 2016; He et al. 2016) have been used in industry (Huang et al. 2018; Wang et al. 2019; Zhou et al. 2019; Hannun et al. 2019).

Also, RNNs and their variants, long short term memory (LSTM), bi-directional long short term memory (Bi-LSTM), and gated recurrent units (Graves and Schmidhuber 2005; Chung et al. 2014; Greff et al. 2016), through a recursive unit and a memory unit (Hochreiter and Schmidhuber 1997; Pascanu, Mikolov, and Bengio 2013), can be used for feature extraction of signals with high correlation, variable correlation lengths, and long-term dependence in the time domain. They are widely used in machine translation, speech recognition, and time series analysis.

Methodology

Signal Attenuation Compensation

When a signal is transmitted through an optical fiber, its energy decreases exponentially with the propagation distance, so a signal booster is used to compensate for signal attenuation every approximately 25 km for a real long-distance pipeline. To ensure the universality of the algorithm for signals at different distances, we compensated for the segmented attenuation of the signals between signal boosters based on least squared error, as shown in Figure 2.

![Figure 2. Segmental compensation of signal attenuation.](image)

**Figure 2.** Segmental compensation of signal attenuation. ① Original signal. ② A least squared error and an exponential function fit of the signal between signal boosters (the signal attenuation compensation of the first segment in ① is shown). ③ The signal is spliced to create a complete signal.

Feature Generator

We propose two complementary features based on the spatiotemporal information: a peak feature, $M_{\text{peak}}$, and an energy feature, $M_{\text{energy}}$. The peak feature describes the signal’s high frequency and instantaneousness, and the energy feature describes the low frequency and continuous information. Algorithm 1 shows the calculation method in detail.

Algorithm 1: Matrix of Peak and Energy Features $M_{\text{peak}}$, $M_{\text{energy}}$

| Input: Origin data $X$, Background noise data $X_{\text{base}}$. |
| Output: Matrix of Peak and Energy Features $M_{\text{peak}}$, $M_{\text{energy}}$ |
| variable: Length of window and step $N_{\text{win}}$, $N_{\text{step}}$. Number of observation points $L$, Number of data in time dimension $T$, Number of observation points $N_{\text{peak-point}}$ and windows $N_{\text{d-win}}$, to be considered, Threshold $\alpha$ and $\beta$. |
| 1: Attenuation compensation and standardization of $X$ and $X_{\text{base}}$. |
| 2: for each $i = 1, \ldots, L$ do |
| 3: \hspace{1em} for each $j = 1, \ldots, N_{\text{win}}$ do |
| 4: \hspace{2em} $F_{\text{peak}}[i,j] \leftarrow \text{Count peak}[X[i, j \cdot N_{\text{step}} + N_{\text{peak-point}}] + N_{\text{d-win}}]$ |
| 5: \hspace{2em} for each $k = 1, \ldots, N_{\text{win}} - 2$ do |
| 6: \hspace{3em} $F_{\text{energy}}[i,j] \leftarrow \sum \text{data}(k + j - \text{data})^2$ |
| 7: \hspace{1em} end for |
| 8: \hspace{1em} Set $F_{\text{energy}}[i,j] \leftarrow 1$ if $F_{\text{peak}}[i,j] > \beta$ |
| 9: \hspace{1em} end for |
| 10: end for |
| 11: for each $m = \frac{N_{\text{d-point}}}{2} \ldots, L - \frac{N_{\text{d-point}}}{2}$ do |
| 12: \hspace{1em} for each $n = \frac{N_{\text{d-point}}}{2} \ldots, T - \frac{N_{\text{d-point}}}{2}$ do |
| 13: \hspace{2em} $F_{\text{peak}}[m, n + \frac{N_{\text{d-point}}}{2} + \frac{N_{\text{win}}}{2}]$ |
| 14: \hspace{1em} end for |
| 15: end for |

Action Recognizer Based on Deep Learning

Because of the spatiotemporal information of a distributed signal, we considered using the action recognition method introduced in Section 2.3 to further analyze the two complementary features in Section 3.2 on spatiotemporal dimensions. Specifically, the signals in a time domain have a constant correlation length and no long-term dependency, so we used a 1D CNN to extract the spatial features. Temporal signals have long-term dependence and variable correlation length bidirectionally because of the signal scattering, reflection, or reverse propagation shown in Figure 1. Therefore, Bi-LSTM can obtain bidirectional and complex relations appropriately. We merged the model after the features were further extracted by the above networks and input the full connected network for specific event recognition and location, as shown in Figure 3.
Also, we applied batch normalization to keep data away from saturation zones and avoid distributed data bias, thereby reducing the training duration and improving the accuracy of the model (Ioffe and Szegedy 2015). Furthermore, we used max-pooling (Murray and Perronnin 2014) and dropout (Srivastava et al. 2014) strategies to simplify the model and alleviate overfitting.

Figure 4 shows the collaborative workflow of the feature generator and action recognizer. In the feature generator, we classified background noise preliminarily with the energy feature to ensure the efficiency of the algorithm. The remaining samples were then divided and input into the action recognizer for training, validation, and testing. From this, the best model was selected based on performance in the test set. Thereby, when new data came, the algorithm could recognize actions and spatiotemporal locations in real time.

**Datasets**

The datasets we used were collected at real pipeline sites that had several types of noise, strong noise, weak valuable signal information, and signal attenuation characteristics specific to long-distance pipelines.

Specifically, the data were gathered in 2016 at a China National Petroleum Corporation pipeline from 10 May to 2 June and from 19 November to 17 December. The total data size was approximately 494 GB. The test pipeline was approximately 48 km long with 2,400 observation points, each of which was 20 m apart, i.e., the spatial resolution was 20 m. The main signal categories included four types of events: background noise (no pipeline-damaging events), manual excavation (may have been oil theft by drilling), mechanical excavation (third-party construction damaging the pipeline), and vehicle driving (potential threat of heavy vehicles rolling over the pipeline). We labeled the precise categories and spatiotemporal coordinates, and the waveforms of the signals are shown in Figure 5.

Figure 5. Waveforms of signals collected at a China National Petroleum Corporation pipeline

There were two main difficulties in collecting this type of dataset: (1) **Vast manpower consumption.** It required professionally skilled technicians to travel along the pipeline to simulate intrusions in poor and complex environments. Additionally, to acquire sufficient and more diverse data, intrusions had to be simulated at various locations in dozens of pipelines. (2) **Very time consuming.** To verify the signal drift and the robustness of the algorithm, professionals did long experiments from May to June and from November to December in real pipeline sites in harsh environments.

We extracted original signals according to their labels and classified them into four categories. Also, considering the applicability and cost with different devices, we did experiments at 100 Hz and 500 Hz. The lower the frequency used, the lower the equipment price, but the fewer data per unit time will be obtained. Therefore, higher requirements were put forward to the algorithm. It made engineering sense to test using signals at 500 Hz and 100 Hz separately.
Preprocessing and Feature Generation

We used the method in Section 3.1 to divide the pipe with 2,400 observation points into three segments, each of which was fitted using different and separate exponential functions. The signal average of each observation point was taken as the reference value of itself, and the piecewise compensation results were finally spliced into the complete results.

Then we calculated the two signal features described in Section 3.2. After repeated experiments, we found that the best number of temporal dimension windows $N_{d-win}$ was 100 (i.e., 20 s), the best spatial dimension $N_{d-point}$ was 7 (i.e., 120 m of distance), the best window size $N_{win}$ was 100, and the best movement step $N_{step}$ was 100. Figure 6 shows that manual excavation (Figure 6\(\text{\textcircled{1}}\)) had an obvious period and brief background noise between two excavation events. Vehicle driving (Figure 6\(\text{\textcircled{2}}\)) created some slashes as a result of a road intersecting the pipeline in the corresponding area, and the dark slashes in Figure 6 represent cars passing on the road. The steeper the slash, the slower the vehicle, and the denser the slash, the greater the traffic flow. However, background noise (Figure 6\(\text{\textcircled{3}}\)) appeared to be unchanged. Moreover, although mechanical excavation (Figure 6\(\text{\textcircled{4}}\)) and manual excavation were periodic, there was no obvious brief background noise between two mechanical excavations, which was mainly due to its strong transient energy. Also, mechanical excavation had marked signal attenuations.

Figure 7 shows contour maps of the energy features. Similar to the peak features, the energy characteristics were periodic. Specifically, the manual excavation period was approximately 3.5 to 5 s, whereas that of the mechanical excavation was at least 10 s. As for the maximum values of the energy features, those of the manual excavation were much lower than those of the mechanical excavation. In brief, we could distinguish various categories from the periods and maximum values of the energy features.

![Figure 6. Heat maps of peak features at 500 Hz](image)

![Figure 7. Contour maps of energy features at 500 Hz](image)

Additionally, we applied a matrix operation from NumPy instead of using the loop in Algorithm 1. According to the results, it took only 13.23 s to compute the features of a 48-km pipe with 4-min, 500 Hz of data using an Intel Core i7-8700 CPU at 3.2 GHz, a GTX1080ti GPU, and 32 GB of RAM. The corresponding 100 Hz data took 3.028 s.

### Table 1. Descriptions of the training, validation, and testing datasets (100 Hz / 500 Hz data)

<table>
<thead>
<tr>
<th>Action</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>8,500 / 8,500</td>
<td>1,500 / 1,500</td>
<td>540 / 540</td>
</tr>
<tr>
<td>Manual</td>
<td>12,954 / 9,375</td>
<td>2,286 / 1,655</td>
<td>1,740 / 1,030</td>
</tr>
<tr>
<td>Mechanical</td>
<td>7,097 / 6,502</td>
<td>1,253 / 1,148</td>
<td>850 / 450</td>
</tr>
<tr>
<td>Vehicle</td>
<td>10,378 / 8,202</td>
<td>1,832 / 1,448</td>
<td>1,710 / 650</td>
</tr>
<tr>
<td>Total event</td>
<td>38,929 / 32,879</td>
<td>6,871 / 5,751</td>
<td>4,840 / 2,670</td>
</tr>
</tbody>
</table>

### Action Recognition

Considering the industrial deployment, we used TensorFlow 2.0.0 and Keras 2.3.1 to build an action recognition model under Python 3.7.3. We applied the features obtained in Section 4.2 as input and the network of Figure 3 for training. To verify the performance and adaptability of the model with different time data (i.e., the signal drift problem), we divided all data into training and validation sets comprising the data from May and June and the testing set data from November and December. The datasets are described in Table 1.

Specifically, we used the sparse categorical cross-entropy loss function, which is specifically designed for multiclassification problems with label encoding for integers. Also, we applied the RMSpro optimizer to learn the parameters. RMSprop is commonly used in RNNs to control the acquisition of historical information through attenuation coefficients, thus speeding up gradient drops and model convergence (Hinton, Srivastava, and Swersky 2012). Moreover, we set the initial learning rate to 0.001, the batch size to 256 with 70 epochs. The dropout rate was the default of 0.15. The model’s input was a two-feature matrix of $N \times 100 \times 7$, where $N$ is the total amount of data, $N_{d-win}$ is 100, and $N_{d-point}$ is 7. The output was 4, which corresponded to the predicted probability of 4 events.

### Results and Discussion

In this section, we evaluate the model with datasets at 100 Hz and 500 Hz. First, we considered the effects of various optimizers on the model with the same parameters and data because the use of the optimizer is an argument crucial...
for the training of a machine learning model. A wisely chosen optimizer is supposed to decrease the gradients of the loss function as quickly and as much as possible. In this case, we used six common optimizers for evaluation: root mean square propagation (RMSprop), adaptive moment estimation, stochastic gradient descent, adaptive gradient algorithm (AdaGrad), an extension of AdaGrad (AdaDelta), and Nesterov-accelerated adaptive moment estimation (Nadam).

Figure 8 shows the training performance of 70 epochs on each optimizer with their own optimal parameters. The loss results in Figure 8 show that regardless of whether the data was at 100 Hz or 500 Hz, the Nadam, AdaDelta, and RMSprop optimizers had the highest convergence speed and lowest overall losses among the six common optimizers. Moreover, RMSprop clearly evaluated the test set more accurately and trained the model more quickly than the other optimizers. Specifically, we used data at 500 Hz (100 Hz) to train for 70 epochs. The duration and accuracy on the test set were as follows: AdaDelta, 813.8 s (830.9 s) and 98.327% (95.016%). Nadam, 926.6 s (832.1 s) and 98.328% (95.639%). RMSprop, 775.8 s (701.3 s) and 99.257% (98.327%). Therefore, we chose RMSprop because it not only reduce the training time but also ensure the most accurate model.

Next, to further analyze how the number of Bi-LSTM layers impacted our approach, we tested the model performances that corresponded to one to five Bi-LSTM layers, as shown in Figure 9. For either 100 Hz or 500 Hz data, all model performances were optimal with three Bi-LSTM layers. In detail, for 500 Hz (100 Hz) data, the accuracy of the model corresponding to the three layers was 99.26% (97.20%), the macro-average was 99.52% (97.86%), and the micro-average was 99.50% (98.13%) under the same conditions. Therefore, we believed it was best to use three Bi-LSTM layers to analyze the event features in the time domain. Increasing or decreasing the number of layers would result in inadequate or overfitted feature extraction.

Furthermore, we used other models to make comparisons under the same conditions. We repeated each experiment 10 times and reported the average results in Table 2. Note that the fusion model performed better than baselines that merely used a separate feature. Also, in optical fiber the signal is affected by scattering, reflection, and reverse propagation, which leads to long-term dependence and variable, bidirectional correlation length. Thus, Bi-LSTM was better at identifying intrusions than LSTM and CNN in temporal signals of optical fiber.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>CNN</th>
<th>CNN+LSTM</th>
<th>CNN+Bi-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fusion</td>
<td>Fusion</td>
<td>Peak</td>
<td>Energy</td>
</tr>
<tr>
<td>Background noise</td>
<td>100.0/100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>F1</td>
<td>99.86</td>
<td>99.26</td>
<td>98.18/98.13</td>
</tr>
<tr>
<td>AUC</td>
<td>0.992</td>
<td>0.993</td>
<td>0.998</td>
</tr>
<tr>
<td>Manual excavation</td>
<td>100.0/100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>F1</td>
<td>99.26</td>
<td>99.26</td>
<td>98.84/94.39</td>
</tr>
<tr>
<td>AUC</td>
<td>0.990</td>
<td>0.994</td>
<td>0.977</td>
</tr>
<tr>
<td>Mechanical excavation</td>
<td>100.0/100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>F1</td>
<td>99.26</td>
<td>100.0</td>
<td>97.70/93.90</td>
</tr>
<tr>
<td>AUC</td>
<td>0.973</td>
<td>0.996</td>
<td>0.946</td>
</tr>
<tr>
<td>Vehicle driving</td>
<td>100.0/100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>F1</td>
<td>99.26</td>
<td>100.0</td>
<td>93.23/92.86</td>
</tr>
<tr>
<td>AUC</td>
<td>0.973</td>
<td>0.996</td>
<td>0.946</td>
</tr>
</tbody>
</table>

Table 2. Performance comparison of various models on 500 Hz/100 Hz test sets
Figure 10. Heat maps comparing peak features and identification results from a real 48-km pipeline. The upper part of each graph shows the peak features of intrusion events, the lower half shows the identification results of intrusion events. (a) We can see that manual excavation events appeared at approximately 6 km and lasted nearly 90 s. (b) We can see that mechanical excavation events appeared at 16 km and lasted about 140 s. There were also continuous vehicle driving events at 8 to 10 km.

Also, because our aim was to solve practical engineering problems, the real-time performance and size of the model were important, so we tested a 4-min data from a 48-km pipe and repeated the experiment 10 times, and the average results are shown in Table 3. The Algorithms could identify and locate events accurately in an extremely short time. Specifically, it took 17.22 s for full identification of 500 Hz data and 6.597 s for 100 Hz, which exceeded the real-time performance requirements of the real scene. Also, the model size was only 18.7 MB, which could be deployed in most embedded systems and was highly adaptable to hardware.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Feature time (s)</th>
<th>Model time (s)</th>
<th>Model size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 Hz</td>
<td>13.23</td>
<td>3.715</td>
<td>18.7</td>
</tr>
<tr>
<td>100 Hz</td>
<td>3.028</td>
<td>3.489</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The model size and time cost of a 4-min data from a 48-km pipe

Finally, Figure 10 shows the identification results from a real 48-km pipe in the form of a heat map: the upper part of each graph is the peak feature, the lower half is the identification results of intrusion events. Figure 10a shows that our method was almost 100% accurate in the recognition of manual excavation and space-time positioning, and the false alarm rate was almost 0%. Similarly, as Figure 10b shows, the model can accurately locate the mechanical excavation in the time-space domain, but in some space-time points there were some misidentifications with a rate of approximately 2.56%. The samples were in an almost completely discrete state, and most of the action time was within 20 s. Naturally, by constraining the minimum time of predicted intrusion behavior with a threshold in our algorithm, we could filter out most of the error recognition results. It was also valid to exclude them by the real-time evidences and videos acquired by unmanned aerial vehicle (UAV) (Figure 1©) and by the decision of the central monitoring center (Figure 1©).

Conclusions

In this paper, we propose a novel action recognition technology based on a distributed optical fiber sensor network to monitor the safety conditions of long-distance oil and gas pipelines in real time. According to the experimental results of the dataset we collected from a real scene, the two features proposed in this paper could express the essential information of various events under complex environmental conditions. The described algorithm can accurately identify and promptly locate third-party intrusion events in various environments. Furthermore, our model fully meets the actual industrial requirements of real-time, easy deployment, adaptability to various types of hardware, and the ability to be used in other industrial deployment applications.

As for the future, we are interested in exploring the application of distributed signal early warning systems in other areas, such as early warnings of undersea and land earthquakes, traffic flow statistics for urban road networks, and illegal cross-border behavior monitoring.
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