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Abstract—Pipeline safety early warning (PSEW) systems based on distributed optical fiber sensors are used to recognize and locate third-party events that may damage long-distance energy transportation pipelines and are essential to ensure pipeline safety and energy supply. However, the deployment of PSEW systems in real sites is hindered by the high experimental cost of collecting large real-site data sets for model building and the small percentage of labeled data (typically less than 0.5%). Besides, the optical fiber sensors are sensitive to hardware and the environment, ensuring challenges to directly migrate the old PSEW system for a new deployment. In this study, a novel semi-supervised learning model is proposed to monitor the safety of pipelines in real-time. Concretely, the sparse stacked autoencoder trained with unlabeled data is used to extract more robust features, and the fully-connected network trained with a small amount of labeled data is used for location and identification. Encouraging empirical results on the real-world long-distance energy pipelines of the PipeChina confirm that our method achieves better recognition and localization performance in comparison to the baseline with less labeled data. Further, the model size and recognition latency are reduced by 18.9× and 7.9× of the baseline, respectively. Also, the decoded features have better visualization than the input. This work reduces the cost of PSEW system deployments, improves its performance and portability, and will contribute to the widespread use of PSEW systems in the industry.
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I. INTRODUCTION

ENERGY pipeline integrity is crucial for safe operation and energy supply. With the recent sharp increase in energy pipeline mileage, pipeline safety early warning (PSEW) systems play a more important role to automatically recognize and locate third-party events that may damage long-distance energy transportation pipelines. They are applied to replace the inefficient and costly manual inspections. Energy pipelines are generally buried to reduce their floor space, which makes it challenging to directly observe their security. Fortunately, when deploying an energy pipeline, a single cable with multiple optical fibers is generally installed close to the pipe at the same time, and only a few fibers in the cable are used for communication. As such, other redundant fibers can be used without any additional hardware cost [1]. Currently, some researchers are using distributed optical fiber sensors (DOFS) with the phase-sensitive optical time-domain reflectometry (φ-OTDR) technology to detect vibrations that occur on the ground, close to the buried fiber, recognize the threat activities type around the pipeline, and provide early warning in real-time. They have the advantages of weak radiation, good real-time performance, antielectron magnetic interference, and long-distance distributed detection [2].

However, the signals of DOFSs are highly susceptible to the environment and hardware [3], coupled with their inherent characteristics of strong noise, weak signal, and signal drift problem in a time-space domain [4], making it challenging to use a certain method to identify and locate the third-party events under all conditions, and even more challenging to apply the same PSEW algorithm in different pipelines. Therefore, it places higher demands on algorithms that recognize signals. The main challenge in PSEW algorithms can be divided into the following: feature extraction and recognition algorithm [1].

Various features of optical fiber signals can be extracted from the time domain, frequency domain, time-frequency domain, and time-space domain. Tanimola and Hill [5] used transients and tonal features broadband noise in time-domain as the features. However, they did not consider the instability of raw data. Fouda et al. [6] utilized frequency-domain power spectral estimation of short-term energy to extract features. Zhang et al. [7] obtained the power spectral density
and designed an adaptive filter bank to improve the Mel-frequency cepstrum coefficient as feature maps. Nevertheless, the sampling frequency of the signal is rather high, where only computing using the frequency-domain may result in losing the time-domain information of the raw signal. Wang et al. [8] used wavelet transform to decompose data and calculate the normalized energy of the reconstruction coefficient. Such time-frequency domain features also include empirical mode decomposition and short-time fast Fourier transform. Although the time-frequency features have effective representations, the high computational complexity hinders the real-time performance of long-distance PSEW systems. Recently, some researchers noticed the spatio-temporal correlation of the distributed signal. As such, they analyzed it together with the time-frequency method. Sun et al. [9] applied image processing methods for denoising and extracting features. Moreover, Yang et al. [10] proposed two complementary features, which were dimensionless with reliable robustness for various deployments and had good visualization and real-time performance for industrial monitoring.

Considering the recognition algorithm, it is common to use machine learning and deep learning methods (DL) [11]. Sheng et al. [12] improved the stochastic configuration network through truncation singular value decomposition. Wang et al. [8] and Sun et al. [9] applied relevant vector machines, and Xu et al. [13] used support vector machines. Besides, Wu et al. [14] and Tejedor et al. [15] proposed a multi-layer perceptron model. Chen et al. [16] and Kong et al. [17] used a probabilistic neural network, which does not require backpropagation to optimize parameters. Also, Wang et al. [18] and Huang et al. [19] used the random forest for classification.

With the development of DL and the advent of the data-driven era, researchers have attempted to fuse feature extraction and event classification into an end-to-end DL model. Many scholars treated DOFS signals as images and used convolutional neural networks (CNNs) or their variants for feature extraction and fully connected networks (FCNs) for classification [20]–[24]. In particular, Yang et al. [25] utilized novel bilinear CNNs and LighGBM model, whose extracted features were well visualized. In addition, temporal signals have long-term dependence and variable correlation length bidirectionally because of the ϕ-OTDR signal scattering and reverse propagation. As such, Bai et al. [26], Li et al. [27], and Yang et al. [10] presented long short-term memory (LSTM), convolutional LSTM, and bi-directional LSTM (BiLSTM) models combined with CNNs. Particularly, Yang et al. [10] deployed the model to a real long-distance energy pipeline and achieved over 99% recognition accuracy in real-time.

Currently, there are some PSEW systems already deployed on real pipelines [10], [28], [29]. Nevertheless, they continue to have the following pain points: (1) The spatial migration capability is poor. Since DOFSs are significantly affected by environments, it is challenging to deploy the trained algorithm in a pipeline directly into another pipeline. (2) The algorithm cannot solve the signal time drift well. Due to changes in environmental and hardware conditions over time, such as temperature and soil moisture content, the performance of the method deployed can degrade significantly after a period. (3) The model size and latency may affect the performance of the system. As the distance of monitoring pipelines becomes longer, the model size needs to be reduced to help the deployed algorithm with less latency to ensure real-time monitoring. (4) The cost of collecting data is rather high. As building the DL model requires the collection of large amounts of samples manually, it requires professionally skilled technicians to travel along the pipe to simulate intrusions events, which is manpower-intensive and consumes significant amounts of time [10]. (5) The sample utilization is very small. The DOFS can collect data from every point along the pipe, but experiments are generally undertaken at a small area every time, whose data is labeled, while the signals from other locations are simultaneously unlabeled. For a 50 km pipeline, experiments are conducted in 100 m ranges, the percentage of labeled data is only 0.2%, and the other unlabeled data is not available in the existing works. However, the unlabeled samples contain several signal features, which causes a huge waste.

To address the above problems, with strong industrial demands, semi-supervised learning is employed to improve the utilization of unlabeled data to reduce the experimental cost and address the problem of model migration with smaller model size and latency. The contributions are summarized as follows. (1) A novel semi-supervised learning model is proposed for recognition and spatio-temporal localization of damage events based on sparse stacked autoencoder (SSAE), including CNNs, BiLSTMs, and self-attention methods. (2) It is demonstrated that the proposed method can use unlabeled data with less labeled data to obtain better results in comparison to the baseline, which significantly improves sample utilization and reduces costs. (3) Through the experiments on operating long-distance pipelines, it is proved that the encoding learned from unlabeled data has good spatiotemporal transferability. (4) It is verified that the features decoded by the SSAE model will highlight more useful features for better visualization, which can help supervisors visually monitor the situation for more intuitive analysis. (5) It is confirmed that the model adopted in this study has a smaller size and latency than the baseline, which can match various hardware.

The remainder of this paper is organized as follows. The background and basic algorithms are presented in Section II. The approach of the proposed semi-supervised learning model is described elaborately in Section III. Section IV shows the comprehensive experimental result and discussions. A summary and future direction are provided in Section V.

II. BACKGROUND AND BASIC ALGORITHMS

A. Energy PSEW Systems

The simplified structure of the energy PSEW system is shown in Fig. 1. The yellow line is the optical fiber cable, which is generally installed within 25 cm away from the underground energy pipe. An ultra-narrow linewidth light (UNLL) source with a center wavelength of 1550 nm is deployed in the monitor center. Subsequent to modulating the continuous light into probe pulses by an acoustic optic modulator (AOM) and compensating for light energy losses by an erbium-doped fiber amplifier (EDFA), the amplified probe pulses are injected into
the fiber through a fiber circulator (FC). The vibrations caused by external events, such as cars and excavations, can cause changes to the fiber signal, then the Rayleigh backscattered light containing information of those events is directly routed to a photoelectric detector (PD). Through a data acquisition card (DAC) detecting the intensity evolution over time, the data will be processed by a personal computer (PC) [30]. The PC uploads the raw data to the data center together with the warning information (i.e., the type of event identified and the spatio-temporal coordinates of the warning), via the PSEW algorithm. The data center collates the information and aggregates it to the monitor center. Correspondingly, the monitor center sends the processing results of each alert back to the data center to be stored regularly.

B. Basic Models and Algorithms

1) Simple Autoencoder: Autoencoder (AE) is a popular DL-architecture model in which the raw data is compressed into smaller dimensional encodings and reconstructed at the output. Also, these encodings can represent the data with minimum reconstruction loss. The structure of a simple AE with 2-layers is shown in Fig. 2, where the raw input \( X \in \mathbb{R}^N \) is compressed to a feature map \( Y \in \mathbb{R}^F \) and reconstructed into \( X' \in \mathbb{R}^N \). In detail, the AE in Fig. 2 satisfies

\[
Y = \sigma_2(W_2(\sigma_1(W_1X + b_1)) + b_2)
\]

\[
X' = \sigma_1(W'_1(\sigma_2(W'_2Y + b'_2)) + b'_1)
\]

where \( \{W_1, W_2, W'_1, W'_2\} \) are the learned weight matrix in the first and second layers of the encoder and decoder, respectively; and \( \{b_1, b_2, b'_1, b'_2\} \) are the relative bias. In addition, \( \{\sigma_1(\cdot), \sigma_2(\cdot)\} \) represent the activation functions, which are generally nonlinear. Then we use an optimization algorithm, such as Adam, to minimize the mean square error in (2), and we obtain the optimal \( W_{opt} \) and \( b_{opt} \) values.

\[
J(X, X') = \frac{1}{N} \|X - X'\|_2^2
\]

2) Sparse Autoencoder: When there are many hidden layer nodes, simple AEs cannot automatically learn important features. As such, some constraints are required to be imposed on the hidden layer nodes. Sparse AE applies some sparsity constraints on the hidden layer nodes, which achieves a sparse effect by suppressing most of the hidden layer neurons. The loss function of second layer sparse AE is shown in (3)–(5).

\[
J_{sparse}(W, b) = \frac{1}{N} \|X - X'\|_2^2 + \beta \sum_{j=1}^{K} KL(\rho||\hat{\rho}_j)
\]

\[
KL(\rho||\hat{\rho}_j) = \rho \log \frac{\rho}{\hat{\rho}_j} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}_j}
\]

\[
\hat{\rho}_j = \frac{1}{N} \sum_{i=1}^{N} \alpha_j^{(2)}(x^i)
\]

where \( \beta \) denotes the hyper-parameters that control the weights of the sparsity (i.e., KL divergence). \( \rho \) is defined as the expected average activation value, which is generally a smaller value close to 0, and \( \rho_j \) is the average activation of the \( j \)-th node. \( \alpha_j^{(2)}(x^i) \) is identified as the activation value of the \( j \)-th node under the input \( x^i \).

3) Stacked Autoencoder: Stacked AE is a DL-based model composed of multi-layer AE in which the output of the former AE serves as the input of the later AE. More specifically, stacked AE is trained using the greedy layer-wise pre-training method. For example, the first layer of the stacked AE is trained with the input to obtain the weight \( W_1 \) and bias \( b_1 \), and then the weight and bias of the first layer are kept constant, the output of the first layer is used as the input of the second layer, and the weight \( W_2 \) and bias \( b_2 \) of the second layer are trained. In this order, all the parameters need to be trained. Subsequent to initialization, all the parameters need to be finetuned.

4) BiLSTM: The BiLSTM model is an extension of the basic LSTM model where two LSTMs are used separately for input, as shown in Fig. 3. The input of the first LSTM \( A \) is a sequential sequence of the raw data, the reverse form of the input sequence is fed into the second LSTM \( A' \), and the forward \( S \) and reverse sequences \( S' \) are concatenated together to obtain the output \( y \). Applying the LSTM model twice aims to obtain long-term dependence, variable correlation length and bidirectional and complex relations appropriately.
5) **Self-attention**: Self-attention is a special case of attention methods that only use one sequence to compute its representation [31], which can obtain the dependencies not only between the source and target, but also between the source or the target itself. In comparison to BiLSTM, self-attention can enhance the ability to obtain long-term dependent information and have less parameters that need to be trained. The specific calculation process is as follows and in Fig. 4. Giving weighting matrices $W_Q, W_K, W_V \in \mathbb{R}^{n \times d}$, multiply the input $X \in \mathbb{R}^{n \times d}$ with the above three weight matrices, respectively to obtain the corresponding results $Q \in \mathbb{R}^{n \times d}$ named query, $K \in \mathbb{R}^{n \times d}$ named key, and $V \in \mathbb{R}^{n \times d}$ named value, as shown in (6).

$$Q = W_Q X \quad K = W_K X \quad V = W_V X \quad (6)$$

where $d$ is the number of hidden units of the model, and the i-th attention value is calculated as (7).

$$Attention_i(Q, K, v_i) = \text{Softmax} \left( \frac{Q K^T}{\sqrt{d}} v_i \right) \quad (7)$$

Finally, all the values above are added to obtain the output $y \in \mathbb{R}^{n \times d}$, as shown in (8).

$$y = \sum_i Attention_i(Q, K, v_i) \quad (8)$$

### III. METHODOLOGY

#### A. Signal Compensation and Feature Extraction

When the light source is transmitted in a fiber, its energy shows exponential attenuation over the propagation distance due to deployment reasons, such as bending of the fiber during laying, uneven material, and fusion splicing, and due to inherent consumption, such as Rayleigh scattering [1]. It causes the low signal-to-noise ratio (SNR) at the end of the fiber, and affects the algorithms performance. Recently, engineers have used signal relay amplifiers (SRAs) at approximately every 25 km intervals along the fiber for compensation. However, the signals between SRAs continue to suffer from exponential attenuation. Therefore, each observed point is normalized between two SRAs by dividing the signal value by the average signal value over 12 hours of continuous updating.

Considering the actual industrial use, the extracted features need to be well visualized to help supervisors monitor them more intuitively. In addition, good interpretability, real-time performance, and robustness are also required. As such, the feature generator in the Algorithm of Yang [10] is applied to extract two dimensionless and complementary features (i.e., peak feature with high-frequency and instantaneous information and energy feature with low-frequency and continuous characteristics). Furthermore, sliding window operations are used on the raw distributed signal to ensure that the features can obtain the spatio-temporal information. After repeated experiments, it was found that 7 is the best number of observed point in the space-domain and window size is 100 in the time-domain (i.e., the input size of each branch is 100 $\times$ 7 $\times$ 1, which corresponds to 20 s of 500 Hz signal and 100 s of 100 Hz signal, and 120 m of the pipeline).

#### B. SSAE Algorithm for Event Recognition

The SSAE model is applied as the event recognizer. More specifically, the fusion of stacked AE with sparse AE (i.e., SSAE) results in a small model that tries to fit better by layer-wise training and sparsity compression, thus reducing the model size and improving the real-time performance and robustness. Moreover, BiLSTM and self-attention mechanisms are pioneeringly utilized as independent elements in the SSAE model in which BiLSTM can effectively solve the bidirectional dependence problem caused by signal scattering and reflection, and self-attention can obtain the long-term dependence information of the signal in the time-domain and reduce the number of parameters. In short, SSAE can efficiently compress the distributed and spatio-temporal signal through progressive abstraction levels in an unsupervised manner. Subsequent to training, the input can then be reduced to the feature map of the deepest layer for further classification.

Considering the model size, real-time performance, and the ease of continuing end-to-end training, FCNs are applied for location and classification training with a small amount of labeled data based on the feature map extracted by the encoder. Also, batch normalization (BN) is utilized to avoid distributed data bias and keep the data away from saturation zones, which can speed up training and improve accuracy. Besides, max-pooling and dropout strategies aim to simplify the model and alleviate overfitting. The detailed model specification with encoder-decoder and classifier is shown in Table I and the flowchart of the SSAE model is shown in Fig. 5.
original features are used as the input and as follows. Considering one batch as an example, firstly, the training method, the encoder model is divided into four parts, the model after a shuffle. Based on the greedy layer-wise pre-training, the optimal parameters of the encoder-decoder model. Besides, the above operations are completely independent for the two branches of the model, but the process is identical.

Considering the classifier, a small amount of labeled data is used for training. Based on the optimal encoder-decoder model, all the parameters of its two branches are frozen and the outputs of the two self-attention layers in $E^4$ are concatenated. The same are then used as the input of the classifier. The classifier in Algorithm 1 is then trained for supervised learning, where the ground truth is the label of the raw data.

**Algorithm 1 SSAE algorithm**

**Input:** Peak and energy features of labeled data $L_p, L_e$ with label $T$, peak and energy features of unlabeled data $U_p, U_e$.

**Parameter:** The batch size of encoder-decoder and classifier $m_{ae}, m_c$, the learning rate $\eta$ and decay rate $d$, Adam hyperparameters $\alpha, \mu_{ae}, \mu_c$, AE and classifier iterations per loop $n_{ae}, n_c$, the number of greedy layer-wise pre-training $N$.

**Require:** Initial peak and energy AE $E_p(\cdot; \theta_p^0), E_e(\cdot; \theta_e^0)$, initial classifier $C(\cdot; \theta_c^0)$.

1: while $\theta_p, \theta_e$ have not converged do **(Part 1: Encoder-decoder)**
2: for each $i \in [1,m_{ae}]$ do
3: for each $j \in [1,m_{ae}]$ do
4: Shuffle and sample the unlabeled data $u_p, u_e \sim U_p, U_e$
5: $f_p^2, f_e^2 \leftarrow E_p(u_p; \theta_p), E_e(u_e; \theta_e)$
6: for each $k \in [2,N]$ do
7: $f_p^{k+1}, f_e^{k+1} \leftarrow E_p(f_p^{k}; \theta_p), E_e(f_e^{k}; \theta_e)$
8: end for
9: $f_p, f_e, u_p, u_e \leftarrow E_p(u_p; \theta_p), E_e(u_e; \theta_e)$
10: end for
11: $\theta_p \leftarrow \text{Adam}(\nabla_{\theta_p} \sum_{p=1}^{m_{ae}} L(u_{p}, u_{p}'), \eta, d, \alpha, \mu_{ae})$
12: $\theta_e \leftarrow \text{Adam}(\nabla_{\theta_e} \sum_{j=1}^{m_{ae}} L(u_{e_j}, u_{e_j}'), \eta, d, \alpha, \mu_{ae})$
13: end for
14: end while
15: while $\theta_c$ has not converged do **(Part 2: Classifier)**
16: for each $i \in [1,m_c]$ do
17: for each $j \in [1,m_c]$ do
18: Shuffle and sample the labeled data $l_p, l_e \sim L_p, L_e$ and their label $t \sim T$, correspondingly.
19: $f_p, f_e \leftarrow E_p(l_p; \theta_p), E_e(l_e; \theta_e)$
20: $t \leftarrow C((f_p, f_e); \theta_c)$
21: end for
22: $\theta_c \leftarrow \text{Adam}(\nabla_{\theta_c} \sum_{j=1}^{m_{ae}} L(t, l), \eta, d, \alpha, \mu_c)$
23: end for
24: end while

The complete training process of the SSAE model is shown in Algorithm 1. For the encoder-decoder, unlabeled samples are utilized for training, while the peak and energy features obtained by the feature extractor are fed into two branches of the model after a shuffle. Based on the greedy layer-wise pre-training method, the encoder model is divided into four parts, namely $E^1, E^2, E^3, E^4$, as Table I shows, and are trained as follows. Considering one batch as an example, firstly, the original features are used as the input and $E^1$, (i.e., BN1, Conv1, and Max-pooling1 in Table I) are used as the encoder and trained with a fully symmetric decoder. The model is optimized with the aim that outputs are the same as the input to obtain the optimal parameters of $E^1$. Secondly, freezing the parameters of $E^1$ and its output is then applied as the input of the encoder $E^2$, where $E^2$ includes the Conv2 and Max-pooling2, and is also trained with its fully symmetric decoder. The same is continued till the training of $E^4$, (i.e., BiLSTM and self-attention) is completed. Finally, the complete model is fine-tuned as a whole using the original features to obtain the optimal parameters of the encoder-decoder model. Besides, the above operations are completely independent for the two branches of the model, but the process is identical.

**IV. EXPERIMENTS AND RESULTS**

**A. Experimental Facility and Data Collection**

Experimental facilities were deployed in an operational long-distance oil pipeline from the PipeChina Northern Pipeline Company Cangzhou Section. The pipeline tested was from Qingxian Station to Renqui Station, which was approximately 85 km. Two SRAs were installed at 25 km and 56 km of the pipeline. The real-site deployment and experimental facility of the PSEW system are shown in Fig. 6. More specially, a redundant single-mode optical fiber was only used from the communication cable for monitoring as shown in Fig. 6(a), which was at no additional cost. The environment along the pipeline was complex, crossing several urban areas, rivers, and railway lines, and suffered from multiple types of noise superpositions and low SNR conditions.

1.69 TB of data was collected in the autumn of 2020, of which only 4.12 GB (i.e., 0.24% of total data) had labels. Particularly, two sample frequencies of 500 Hz and 100 Hz were tested. When the frequency is low, the hardware cost of
the facility is low. However, this results in less information being contained per unit time and the algorithms are more demanding. Balancing signal frequency and algorithm performance is of significant engineering interest. The labeled data collected was divided into four categories with the labels 0, 1, 2, and 3 sequentially, namely background noise (no events), manual excavation (potential energy theft by pipe drilling), mechanical excavation (potential third-party construction damaging the pipe), and vehicle driving (potential heavy vehicles rolling over the pipe). In order to verify the spatio-temporal robustness and transferability of the compressed features, the encoder-decoder was trained with unlabeled data from four different conditions, shown in Table III. And for the training of the classifier, the labeled data was divided into a training set, validation set, and testing set in the ratio 3:1:1. All the labeled and unlabeled datasets are shown in Tables II and III.

Further, mean square error was used as the loss of the encoder-decoder separately and used all the labeled data in Table II to train the classifier, and the results with an average of 10 repeated experiments are presented in Table IV for 100 Hz and 500 Hz data. For recognition performance, it can be observed that all evaluation indices are above 90% (0.9).

### B. Case Study and Discussion

1) **Visualization of Decoded Features:** Fig. 7 provides the results of the decoded features in comparison to the input features. The upper portion is the input energy features and the lower portion is the corresponding decoded energy features. (a) is the background noise and the results show that the decoded features can filter out various noises of the signal. (b) and (c) are manual and mechanical excavations, respectively; and (d) is harder to distinguish from background noise when the SNR is small. However, the decoded features produce a more significant difference to the background noise. For practical application scenarios, the decoded features can help supervisors visually monitor pipes for more intuitive analysis.

2) **Identification Performance:** To verify the identification performance of the proposed SSAE model and the spatiotemporal transferability of the encoding features, four different unlabeled datasets were utilized in Table III to train the encoder-decoder separately and used all the labeled data in Table II to train the classifier, and the results with an average of 10 repeated experiments are presented in Table IV for 100 Hz and 500 Hz data. For recognition performance, it can be observed that all evaluation indices are above 90% (0.9) based on the different unlabeled datasets and the collection frequency. In particular, the recognition of background noise is rather good as most of the real labels of the unlabeled data are background noise. The recognition of manual and mechanical excavations is slightly better than that of vehicle driving as the former features are inherently more distinctive, while the latter do not have standard periodic or spatiotemporal features.

As for spatiotemporal transferability, although the labeled data were collected in pipe2 in the autumn of 2020 and trained with unlabeled data in different conditions, the SSAE model used in this study can also achieve results that meet the requirements of industrial applications, which confirmed that the encoding
TABLE IV

<table>
<thead>
<tr>
<th>Data info</th>
<th>Background noise</th>
<th>Manual excavation</th>
<th>Mechanical excavation</th>
<th>Vehicle driving</th>
<th>Total Acc. Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 Hz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipe1 in 16 summer</td>
<td>94.81</td>
<td>95.33</td>
<td>94.28</td>
<td>93.89</td>
<td>94.09</td>
</tr>
<tr>
<td>Pipe1 in 16 winter</td>
<td>97.04</td>
<td>96.97</td>
<td>97.10</td>
<td>93.77</td>
<td>94.82</td>
</tr>
<tr>
<td>Pipe2 in 20 spring</td>
<td>94.01</td>
<td>90.28</td>
<td>94.73</td>
<td>94.26</td>
<td>94.66</td>
</tr>
<tr>
<td>Pipe2 in 20 autumn</td>
<td>98.37</td>
<td>97.90</td>
<td>98.83</td>
<td>94.05</td>
<td>95.33</td>
</tr>
<tr>
<td></td>
<td>500 Hz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipe1 in 16 summer</td>
<td>99.22</td>
<td>99.18</td>
<td>99.26</td>
<td>97.93</td>
<td>97.94</td>
</tr>
<tr>
<td>Pipe1 in 16 winter</td>
<td>99.21</td>
<td>99.02</td>
<td>99.40</td>
<td>97.93</td>
<td>97.94</td>
</tr>
<tr>
<td>Pipe2 in 20 spring</td>
<td>99.93</td>
<td>99.86</td>
<td>100.00</td>
<td>97.93</td>
<td>97.94</td>
</tr>
<tr>
<td>Pipe2 in 20 autumn</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Fig. 8. The impact of the amount of labeled data on performance with various methods at 100 Hz and 500 Hz.

has good spatiotemporal transferability. In addition, the results using 500 Hz data are better than those using 100 Hz data, due to the fact that 500 Hz data has a greater amount of signal fluctuation information per unit of time. It is worth noting that the relatively poor results for pipe2 in the spring of 2020 are due to the fact that the equipment was recently deployed. As such, the signal was less stable.

3) Impact of the Amount of Labeled Data on Performance:
The impact of the amount of labeled data on performance with various methods considering an average of 10 repeated experiments is presented in Fig. 8. The comparisons include classification and regression tree-based random forest (CART_RF), extreme gradient boosting (XGBoost), radial basis function kernel support vector machine (RBF_SVM), fusion CNN, CNN with BiLSTM, and proposed SSAE method, which are all described in Chapter I. Considering the proposed SSAE model, the unlabeled data of pipe2 in the autumn of 2020 was used to train the encoder-decoder model. It is notable that because the datasets and goals are different, it is impossible to make a direct comparison with the baselines of previous related works. As such, we only apply their methods on the result of feature extractor in Chapter III-A. From the results in Fig. 8, it can be clearly observed that the proposed SSAE model not only achieves a much higher AUC than other baselines when using a small amount of labeled data, but also guarantees a high recognition performance when the labeled data is gradually reduced, both for 100 Hz and 500 Hz data. More specifically, for 100 Hz data, the SSAE model can achieve an AUC value of over 0.9 using only 40% labeled data, and for 500Hz data, this number is 20%. The performance does not degrade significantly as the amount of data gradually reduces to 50%. For other methods, the AUC is reduced by 20% when the number of labeled data is reduced by half. In short, in terms of real applications, the approach adopted in this study can significantly reduce the number of experiments and the costs in time and economy when deployed.

4) Complete Pipeline Performance: A complete PSEW case is shown in Fig. 9, which was conducted on 26 November 2020 with 10.30 am to 11 am of pipe2. Continuous mechanical excavation operations were undertaken at 41 km and the model was effective in identification and localization, which can be clearly observed in Fig. 9. In addition, most of the other unknown events could be matched with the results. For example, a large number of vehicles driving past and a small number of excavations were identified in the range of 0–2 km, which is because the pipe passed the Qingxian County and the test was conducted on a weekday morning. As such, the information on vehicles and pedestrians was obvious. Besides, a small number of manual and mechanical excavations were identified at 30–31 km and it was confirmed on-site that there was a road running parallel to the pipe and a factory not far from the pipe whose vertical press machine was used during the test-time, resulting in a large signal being monitored. Moreover, the false alarms were higher at 25–26 km and 55–56 km due to the two SRAs being placed here, resulting in signal instability and even intermittent signal saturation. However, through actual deployment and heuristic debugging, most of these issues have been implemented. In addition, a full day identification results is shown in Fig. 10, which was tested on 25 November 2020 of pipe2. It can be observed that there were significantly more vehicle drivings from 6 am to 9 pm in the 0–2 km (i.e., Qingxian County) and 2–6 km (i.e., highway networks) than the other times of the day, which was consistent with people’s activities on weekdays. Also, two experiments with mechanical excavation were carried out respectively at 36 km from 9 am to 11 am and at 57 km from 2 pm to 3 pm, which could be seen in Fig. 10.

5) Deployment Performance: The experiments of deployment performance include model latency and size. This was...
Fig. 9. Peak features and identification results from pipeline2 in the autumn of 2020. The upper portion shows the peak features and the lower portion represents the corresponding identification results. It can be observed that mechanical excavation occurred for 30 mins at around 41 km, which was accompanied by signals of vehicle drivings (i.e., at that moment the engine of excavator was opening and the position was adjusted to find a better angle for operation). Most of the events were background noises and vehicle drivings at several specific mileages.

Fig. 10. Full day identification results from the pipeline2 in the autumn of 2020.

<table>
<thead>
<tr>
<th>Data (Hz)</th>
<th>Latency (ms)</th>
<th>AE size (KB)</th>
<th>Classifier size (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.68</td>
<td>678</td>
<td>345</td>
</tr>
<tr>
<td>500</td>
<td>1.73</td>
<td>678</td>
<td>345</td>
</tr>
</tbody>
</table>

TABLE V
DEPLOYMENT PERFORMANCE TESTING

Repeated 10 times and the average is shown in Table V. In detail, the model latency is only approximately 1.73 ms per km for 500 Hz and 0.68 ms per km for 100 Hz with 20 m spatial resolution using GPU. The encoder-decoder size is 678 KB and more specially, the classifier size is only 345 KB allowing it to be deployed in most embedded systems and finetuned with a few labeled datasets. Further, by matrix optimization and heuristic threshold methods, the approach used in this study achieves a relatively good deployment performance and fully meets the industrial requirements.

V. CONCLUSION

In this paper, a novel semi-supervised learning method is presented based on DOFS to monitor the safety of long-distance energy transportation pipelines in real-time (i.e., recognizing and locating the third-party events). The experiments from long-distance operational energy pipelines indicate that the proposed SSAE model can improve identification and location performance with a significant amount of unlabeled data and a small amount of labeled data with low SNR conditions, which could reduce the cost of data collection and system deployment. The encoding learned from unlabeled data has good spatiotemporal transferability, which can improve the portability of the PSEW system. Besides, the decoded feature shows good visualization and the model has relatively small size and latency. This work provides a new perspective for the practical application of PSEW systems in industrial scenarios.

In the future, few-shot learning is planned to be used and the whole model is expected to be implemented in languages, such C++ instead of TensorFlow’s Python interface, which can further reduce the model latency by 15×. In addition, higher spatio-temporal resolutions can be explored by optimizing the sampling frequency and sensing mechanism of DOFS.
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